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* In this paper, we present a framework for building a firm’s issue-specific lobbying strategy.

We argue that there are five critical elements of a lobbying strategy and that the major

choices concerning political lobbying strategy relate to these elements. The five elements,

and the primary strategic choices concerning these elements are: (1) the choice of the level

and type of inclusiveness of the strategy; (2) the choice of the form, or forms, of argument to

be used in persuading relevant target constituencies; (3) the choice of jurisdictional venue

to be addressed; (4) the choice of organizational target that will be engaged and (5) the

choice of delivery mode—that is, whether political strategies should be implemented

directly by firm managers or outsourced to professional suppliers of these services. We

explain these elements in detail. However, in order to engage in a lobbying strategy on a

specific issue, the firm must first be able to identify relevant government actions and

understand their profitability impact. We show how the strategic logic can be generated by

an augmented version of Porter’s ‘five forces’ (5F) model (Porter, 1980) that explicitly

recognizes the role of government—‘six forces’ analysis.
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Introduction

Government actions affect the competitive
advantage of firms and industries, and can
therefore increase or decrease profitability.1

To the extent that government actions or
proposed actions are totally exogenous, they
are strategically unimportant from the firm’s
perspective. However, government policies,
whether in place or proposed, are rarely
completely exogenous (Boddewyn and Brewer,
1994). Thus, political (or non-market) strategy,
either by individual firms or larger coalitions,
may influence or shape the final form of
governmental actions, thereby enhancing
firm profitability (Stigler, 1971; Olson, 1994;
Schuler, 1996; Bailey, 1997; Shaffer et al., 2000;
McWilliams et al., 2002).

Political strategic analysis is inevitably firm
specific, even if. as a result of an analysis, the
firm decides to engage in collective political
strategy or, indeed, in no political activity
(Boddewyn and Brewer, 1994). At the limit,
each government action or threat of action

—————
*Correspondence to: Dr. Daniel M. Shapiro, Dennis Culver
EMBA Alumni Professor, Faculty of Business Administra-
tion, Simon Fraser University, 515 West Hastings Street,
Vancouver, B. C., Canada, V6B 5K3. Tel: (604) 291 5155,
Fax: (604) 291-5122.
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1While it is often difficult to isolate the profitability
impacts on firms and industries of government policies,
the finance literature has examined the impact of
proposed public policies on firm and industry share
prices in a wide number of contexts (MacAvoy, 1992;
Ries, 1993; Thompson, 1993; Hufbauer and Elliott, 1994;
Boardman et al., 1997; Besanko et al., 2001). The event
study research shows that stock market participants
believe that government actions can have a major
profitability impact.
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in each policy arena can be the impetus
for a distinct firm political strategy analysis.
Additionally, even when government is not
considering action that would be relevant to
the firm, a firm may wish to try and induce it.
This form of political strategy is about actively
convincing relevant political decision makers
to take actions that specifically benefit the
firm (Godwin and Seldon, 2002). Baron (1995)
argues that political strategy can be a source of
firm-specific competitive advantage.

Recognition of both the endogeneity of much
public policy and the firm-specific nature of
political strategy has been the catalyst for
an explosion of academic interest in many
aspects of political strategy. Nevertheless,
‘ . . . the teaching of political strategy is not as

well developed as the more conventional

‘‘business’’ strategy; indeed, it is often down-

played or even omitted in strategic manage-

ment textbooks’ (Mahon et al., 1994). Even in
the more developed field of competitive strat-
egy, Hambrick and Frederickson (2001) argue:

We now have . . . a host of . . . helpful, often
powerful, analytic tools. Missing, however,

has been any guidance as to what the

product of these tools should be—or what

actually constitutes a strategy.

This conclusion is even more relevant for the
more embryonic field of political strategy. For
example, Baron’s (1995) encyclopaedic—and
often brilliant—textbook on political strategy
does not present an explicit political strategy
framework. Similarly, a recent survey of the
theoretical literature (Getz, 2002) focuses on
two common threads: why firms engage in
political activity, and the methods by which
they do so. However, there has been little
attention to the question of what a political
strategy consists of. Hillman et al. (2004), in a
recent review of the corporate political activity
field, call for a research agenda that includes
research on how firms should organize to
implement it.

In this paper, we attempt to address this de-
ficiency by presenting a theoretically grounded
framework for building a firm’s issue-specific
lobbying strategy. Lobbying is, of course, only a

part of a comprehensive political strategy that
may include other activities, such as political
contributions. A fully articulated political strat-
egy therefore requires that firms not only
choose which activities to engage in, but also
select the appropriate weight to give to each
activity (Mahon, 1993). Hillman and Hitt (1999)
and Schuler et al. (2002) also address the
choice among political strategy activities.
However, they posit quite different political
strategy taxonomies. Hillman and Hitt (1999)
propose an integrative taxonomy that consid-
ers how firms engage in political behaviour.
They suggest three generic kinds of political
strategies: information, financial incentive
and constituency building. Information and
financial incentive strategies target politicians
directly by various means, including lobbying
and financial contributions (see also Austen-
Smith, 1993, and Hrebenar, 1997, on financial
contributions). Constituency building targets
political decision makers indirectly, through
grassroots activities and media-directed activ-
ities (see also Baysinger et al., 1985). Schuler
et al. (2002) distinguish between lobbying and
political contributions, and divide the former
into staff lobbying and outside (contracted out)
lobbying. Lobbying may be the most important
form of political strategy: ‘There is an emer-

ging literature that looks at information as

a more influential instrument in affecting

policy outcomes than campaign contribu-

tions’ (De Figueiredo, 2002).
We focus here on lobbying strategy alone

and concentrate on addressing the question of
what constitutes a comprehensive lobbying
strategy. We define lobbying broadly—includ-
ing all attempts to communicate information
to political actors (De Figueiredo, 2002). This
definition, therefore, encompasses decisions
regarding staff lobbying and contracted-out
lobbying, as well as more indirect lobbying
through the media or through coalitions with
groups that use indirect tactics.

The specific elements of lobbying strategy
analysis we bring together draw upon numer-
ous strands of existing research. The purpose of
this synthesis is to provide a guide to the most
important aspect of a firm’s overall political
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strategy. Indeed, for many firms, lobbying is
the dominant form of political strategy be-
cause they do not make political contributions
(IBM, for example) and may only engage
sporadically in constituency building. Although
not our primary focus, we do suggest below
how this analysis is also relevant to the other
forms of political strategy (such as political
contributions).

We argue that there are five critical elements
of a political lobbying strategy and that the
major choices concerning political lobbying
strategy relate to these elements. The five
elements, and the primary strategic choices
concerning these elements, are: (1) the choice
of the level and type of inclusiveness of the
strategy; (2) the choice of the form, or forms, of
argument to be used in persuading the relevant
constituencies; (3) the choice of jurisdictional
venue, or venues, to be addressed; (4) the
choice of organizational target, or targets,
that will be engaged and (5) the choice of
delivery mode—that is, whether political
strategies should be implemented directly by
firm managers or outsourced to professional
suppliers of these services. While, in a given
issue context, one or two of these choices may
be straightforward, usually most are not.

Because we believe that these elements
have not been laid out comprehensively, the
primary purpose is to do so in a systematic way.
However, we also argue that the full articula-
tion of a strategy requires a clear statement of
its underlying logic. Like any strategy, political
strategy is crafted around specific issues or
problems. Firms have little stimulus to engage
in political strategy if they cannot forecast, at
least approximately, the direction and magni-
tude of profitability impacts. In order to engage
in political strategy, the firm must first be able
to identify relevant government actions and
understand their profitability impact. In some
circumstances, the firm, ex ante, may not be
able to predict even the direction of the impact
(Hart, 2004). The strategic logic can be gene-
rated by an augmented version of Porter’s ‘five
forces’ (5F) model (Porter, 1980) that explicitly
recognizes the role of government—‘six
forces’ analysis.

A 5F analysis (or other comprehensive in-
dustry analysis) that includes the impact of a
government-proposed or implemented action
is therefore a necessary precursor to firm
political strategy because it provides a frame-
work for identifying those government actions
that affect, or will affect, the firm. Typically,
it is comparatively easy for firms intuitively
to assess when an action will directly affect
rivalry, even without systematic industry ana-
lysis. But without systematic analysis, it is more
likely that the firm will overlook actions that
can indirectly affect profitability through their
impact on supplier power, potential entrants,
substitutes, etc. Comprehensive industry ana-
lysis reduces the potential that the firm will
simply let the issue ‘fly under its radar’, or that it
will misjudge the impact of any policy.

There appear to be many cases of profit-
ability misperceptions relating to government
policies. For example, many airlines in the
1970s appeared to misjudge the future profit-
ability impact of proposed regulatory changes
on their firms. Some airlines believed that
they were being protected by the extant
regulations, while subsequent events suggest
that they were probably being hurt by them.
Other airlines believed they would be hurt,
while subsequent events suggest that they
were helped (El-Gazzar and Sannella, 1996).
Similarly, Krueger (1996) documents how some
segments of the US sugar industry supported
policies for many years that were almost
certainly antithetical to their interests.

The explicit addition of government to the
Porter framework makes it clear that govern-
ment actions do not necessarily have an impact
on all industry members in the same way,
although, of course, some do. Examples of
government policies that raise profitability for
all (domestic) firms in an industry include
import restrictions (Hufbauer and Elliott, 1994)
and industry-wide tax expenditures (Timmer,
1986; Mucciaroni, 1995). Many other policies,
however, affect industry participants differ-
entially: ‘ . . . regulations are distributional,

with some firms gaining profits and other

firms losing’ (Hughes et al., 1986). Given the
potential for intra-industry impacts in some
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cases, it is strategically dangerous for any given
firm to regard political strategy as either not
part of its strategic process or as exclusively a
collective, or industry, issue.

For related reasons, an initial industry
analysis is essential because it affects choices
relating to the elements of political lobbying
strategy—it provides a preliminary screen
regarding the alternatives for each strategy
component. This latter use can be illustrated by
considering rivalry. It is almost always critical to
know whether a specific action will affect only
the firm performing the analysis (the target
firm), a strategic group within the industry or all
firms within the industry. If, for example, the
analysis suggests that a government action
affects only the target firm, the opportunities
to engage other firms in a political response will
be difficult or impossible. When only the target
firm is affected, the firm will have to engage in
either a firm-specific or vertical chain response,
rather than in a strategic group or industry-wide
response. Similarly, an industry analysis can
help to shape decisions about the viability of
different kinds of normative argument. If only
the target firm will be affected negatively by an
action, a fairness (or equity) argument is usually
more credible.

The paper is divided into two major parts.
We first summarize an augmented five forces
model that provides strategic logic and context.
Secondly, we describe the five proposed
elements of a political lobbying strategy.

Government as an additional
industry force

Michael Porter (1980) introduced the 5F model
as a way to assess the majormarket factors that
affect industry profitability. 5F analysis has
proved to be a very useful way of analysing the
various market forces that influence an indus-
try. 5F can also be used to assess variability in
the forces that lead to differential impacts on
particular firms within an industry. However,
‘ . . . the frameworkdoesnot explicitly account

for the role of government, except when the

government is a supplier or buyer’ (Besanko

et al., 2000).2 However, many scholars have
argued that in many strategic contexts the
impact of government actions can dominate
other competitive forces. Oster (1994) and
others have explicitly introduced government
as a ‘sixth force’.3 These scholars also empha-
size that, while many types of government
action directly affect rivalry, others affect
profitability through their impact on entrants,
substitutes, suppliers and buyers. A rationale
for not including the government as a primary
force in all strategic analyses is that when
considering competitive (market) strategies, it
can be treated as being exogenous—the firm is
considering competitive responses that must
be manifested by interactions with standard
Porterian forces, such as competitors, buyers
and suppliers. The fact that a competitor may
have gained a competitive advantage through
government action is largely irrelevant because
the standard competitive toolkit does not, and
cannot, respond to it. When considering a
political strategy, however, ignoring the causal
government action cannot work.

In order to help to scan for important
potential impacts of government, Figure 1
summarizes some of the major public policy
arenas through which government can act as an
independent force. The role of governments as
an independent additional force focuses on
them as policy framers rather than as buyers,
suppliers or competitors, which are already
analytically captured in the standard 5F model.
‘Policy’ is interpreted broadly, so as to include
all government actions, including regulations,
which affect the performance and profitability
of firms.4 This broad policy focus, therefore,
includes arenas such as taxation policy, trade

—————
2Subsequently, Porter has emphasized the centrality of
government policies for competitive strategy, although
without formally adapting the 5F model (Porter, 1990).
3However, Oster does not do so in great detail (similarly,
see Besanko et al., 2000). Grove (1996) uses the term
‘sixth force’ to refer to complementors. Given that Oster
and others previously used the term to refer to govern-
ment, we also do so.
4However, here we do not focus on the government role
of framework provider and enforcer, although this role is
also important to long-term viability and profitability.
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policy and industrial policy, which are some-
times not included in definitions of government
‘regulation’.

We first review and discuss some of the
prominent impacts of government as policy
maker on each of the standard components of
5F—rivalry, entry, substitutes, suppliers and
buyers. The intent here is simply to synthesize
some of the findings of the extant literatures as
to how the sixth force can affect profitability as
a necessary precursor to the formulation of
political strategy. In the next section, we link
them explicitly to choices relating to the
elements of political strategy.

Rivalry and government policy

From a political strategy perspective, it is most
critical to distinguish between government
actions that threaten profits for all incumbent
firms in the industry from those that threaten
only some firms (usually because of the
heterogeneity in firm resources and capabil-
ities). Industry-specific tax policy, for example,
usually falls into the former category. Such tax

policies are common in industries that extract
or process natural resources; governments
want to share in the scarcity rents through
various forms of output taxes or, increasingly,
by imposing competitive bidding for access
to the resource (Conrad and Hool, 1980;
McMillan, 1994). These policies typically pose
a significant threat to industry profitability.

Specific government actions can directly
affect either firm revenues or costs. On the
revenue side, the most straightforward way to
raise industry revenue is to give it money. Many
governments set price floors on agricultural
products, as exemplified in the USA by the 1996
Federal Agricultural Improvement and Reform
Act.DirectUS support for agricultural products
averages at $10–11 billion per year (Friedman,
1999). Government can also affect the degree
of rivalry by altering relative costs or revenues
among firms, or by changing the number and
size composition of firms. The major sources of
impact include industry-specific regulation,
industry-specific tax and industrial policy, trade
policy, industry-specific ownership policies
and anti-trust policy.

SUPPLIERS 

GOVERNMENT 

R &D Policy
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Regulatory Policy 

SUBSTITUTES 

BUYERS 

POTENTIAL
ENTRANTS

 

Trade Policy 
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Figure 1. Adding the sixth force to Porter’s five forces of competition model.
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Many industries are subject to industry-
specific regulation because of the particular
health and safety risks associated with industry
production or consumption, or because of
environmental impacts resulting from industry
production. Industry-specific environmental,
health and safety regulations are normally
conceived as being cost-raising and, therefore,
profit lowering (Hahn and Hird, 1991; Hopkins,
1996). However, as Leone and Koch (1979),
McWilliams et al. (2002) and others have
shown, even this form of regulation can be
profit enhancing for some firms in an industry,
because of the heterogeneity of firm resources—
in this case, because of differential costs of
compliance. A regulatory change alters the
relative competitiveness of incumbents if some
firms can comply at a lower unit cost or more
quickly. Each of the major laws that expanded
federal regulation of the US pharmaceutical
industry were lobbied for by firms that believed
that they would be able to meet the proposed
standards more easily than their competitors
(Weimer, 1982). Similarly, Thomas (1990)
shows that smaller US pharmaceutical firms
suffered serious reductions in research produc-
tivity because of Food and Drug Administration
regulations, while the largest firms gained sub-
stantially in sales.

Other common causes of industry-specific
tax regulation are consumption-negative ex-
ternalities. Almost all governments tax cigar-
ettes, alcohol and gambling at higher rates and
many place restrictions on the marketing
and sales of these products. These cases
suggest that industry profitability is not always
threatened by taxation; these industries have
generally been highly profitable (Katz and
Summers, 1989). There are a number of reasons
for this outcome. For one thing, potential
entrants may avoid unpopular or risky indus-
tries. Additionally, governments are constrain-
ed in setting tax rates because taxes set at too
high a level reduce legal consumption and
encourage evasion and smuggling, which low-
ers total tax receipts.

Although most regulation is still national in
scope, increasingly firms are engaged in multi-
national activity. Therefore, when nation-

specific environmental regulations or labour
laws raise the costs for domestic firms, they
confer competitive advantage on firms import-
ing into that market that are subject to less
stringent regulations (Harrison, 1995).5 For
example, the UK steel industry has lobbied
extensively against a proposed domestic cli-
mate tax that would raise their relative costs
(Anonymous, 2000).

Inevitably, taxation policies overlap with
industrial policies because the latter are fre-
quently implemented through the former.
Examples include direct subsidies to corpora-
tions as well as tax credits, tax exemptions,
investment credits and depreciation write-offs.
Tax expenditures are generally less visible than
direct subsidies, but can be more important.
In the USA, a large percentage of all tax
expenditures go to businesses (Witte, 1985),
and ‘ . . . tax expenditures account for the bulk
of the federal efforts to promote business’
(CBO, 1995). Tax benefits can be firm specific.
Transition tax expenditures provisions of
the US 1986 tax reform law (worth about
$10 billion) were written so narrowly that
they benefited a single firm within an industry
(Uehling and Thomas, 1986).

Anti-trust policy has relatively obvious
effects on rivalry. To the extent that there are
strong legal impediments to collusion or abuse
of a dominant position or horizontal mergers,
the competitive position of smaller market-
share rivals is enhanced. Indeed, the dominant
firm may find it strategically expedient to assist
such firms. The application of competition
policy is more likely in some industries than in
others. For example, there is evidence that
collusion is more likely to be detected in
industries that have fewer firms, are slower
growing and produce homogeneous pro-
ducts (Scherer and Ross, 1990). Moreover, the
impact of competition policy may be firm- or
segment specific, rather than industry-wide.
The evidence suggests that anti-trust policy is

—————
5Porter (1990) argues that even cost-raising govern-
ment actions, including environmental regulation, can
enhance firm competitiveness. This argument remains
controversial.
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frequently profit raising for many incumbent
firms because it protects them from having
to face larger, more powerful rivals’ extra-
industry (Stillman, 1983; Eckbo, 1983; Eckbo
and Weir, 1985).

Entry barriers and government policy

Government policy often restricts industry
entry or exit. Generally, formal entry restric-
tions allow incumbents to raise prices and
improve profitability (Weiss, 1989). Histori-
cally, most countries applied direct entry
restrictions to a wide range of industries with
natural monopoly or network characteristics,
including telecommunications, power and
transportation (Crandell, 1992). Exit barriers
are created through subsidies that prevent
bankruptcy and asset liquidation. However,
entry restrictions are being reduced in these
industries in many countries (Primo Braga,
1997). The removal of these regulatory entry
barriers has certainly threatened incumbent
profitability, although frequently not ex post

industry profitability.
Entry may also be restricted through barriers

to international trade and investment. Restrict-
ing imports through tariffs, quotas or non-
tariff barriers can be essentially equivalent to
restricting firm entry (Clark et al., 1990).
Indeed, trade policy remains one of the few
arenas where there can be explicit use of
arguments that favour limiting competition
(Rowley et al., 1995).

Tariffs are profit raising for domestic incum-
bents in an industry, at least in the short
run (Hufbauer and Elliott, 1994). However,
because of the ‘shadow’ of world trade agree-
ments, especially the World Trade Organiza-
tion (WTO), there has been a shift over the past
decade in most developed countries to mana-
ged trade and voluntary agreements which can
have very ambiguous strategic implications for
individual firms (Harris, 1985; Krishna, 1989).
WTO rules and WTO admission policies are
now a major focus of domestic lobbying in most
countries (e.g. Gottlieb, 2000).

Other methods of restricting industry entry
include trade policies that limit or ban foreign-

owned corporations (as opposed to goods)
from entry and industrial policies that re-
strict firm share concentration or the level of
foreign ownership. In banking, restrictions on
foreign firm entry are pervasive (e.g. Stulz and
Wasserfallen, 1995; Lam, 1997). The impact of
such restrictions on firm profitability is not
clear: while they dampen competition they
also reduce access to lower-cost foreign
capital (Stulz and Wasserfallen, 1995). Share-
concentration restrictions are also complex
and often, therefore, ambiguous.

In many countries, industrial policy dis-
courages entry by foreign firms.6 Direct restric-
tions on foreign direct investment obviously
limit foreign entrants. However, indirect poli-
cies that raise the fixed costs of entry to an
industry by requiring potential entrants to
locate plants in specific regions of a country
or maintain minimum levels of local employ-
ment may be equally effective in restricting
entry (Globerman and Shapiro, 1999).

Finally, environmental regulations can also
have entry-deterring characteristics—for ex-
ample, by requiring operating permits, by
raising the capital requirements of foreign
entrants or by providing direct or indirect sub-
sidies to domestic firms (Cansier and Krumm,
1997). Different forms of environmental regu-
lation generate differential barriers. Buchanan
and Tullock (1975) show that incumbents
prefer ‘command and control’ mechanisms to
taxes because the former can be more easily
manipulated (see also Stavins, 1998). More
recently, evidence suggests that industry
incumbents support emissions-trading sys-
tems because they are typically grandfathered,
while entrants have to buy-in (Joskow and
Schmalensee, 1998; Svendsen, 1999). These
barriers may partially, or completely, offset the
profit-lowering impacts on rivalry described
above. These barriers are usually a serious
strategic disadvantage for potential small-firm
entrants, unless, as sometimes happens, they
are exempt from the requirements. In this case,

—————
6For example, the US Federal Government has wide
latitude under the Omnibus Trade and Competitiveness
Act of 1988 to restrict foreign investment (Kang, 1997).
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it may become a strategic advantage (Brock and
Evans, 1985). After an examination of 306 US
manufacturing industries, Dean and Brown
(1995) conclude that: ‘Environmental regula-

tions have a net deterrent effect on new firm

entry’.

Substitutes and government policy

From a competitive perspective, there is often a
greater long-run threat to incumbents from
substitute products than from ‘conventional’
new entrants (Henderson and Clark, 1990;
Utterback, 1996; Howells, 2002). Govern-
ments influence the competitiveness of sub-
stitute technologies and products through
research and development (R&D) policy, in-
dustrial policy, taxation policy, tariff policy and
general regulatory policy (e.g. White, 2001;
Walsh and Kirchhof, 2002).

Government decisions on R&D financing
often directly affect the rate at which substi-
tutes can penetrate an industry. Aggressive
government support of disruptive R&D can
effectively lead to the dissolution of an existing
‘industry’ (Christensen, 1997). For example,
government R&D support of laser technology
was an important factor in the displacement
of vinyl records from the recording market
place. By contrast, government subsidies to
large firms in mature industries are often a
major deterrent to new investment in potential
substitutes because potential investors capita-
lize on the knowledge that incumbent firms
will not exit these markets, as they might have
in the absence of such subsidies.

Industrial policy can be a significant deter-
minant of the success of substitute products, or
at least of cross-industry competition for the
same market (Nelson, 1995). Banking, defined
broadly, is an industry or set of industries where
in most countries there are numerous con-
straints on competitive activity by firms in
closely related industries (Saunders and Walter,
1994; Benston, 1994). Substitution is therefore
limited by legislation.

Taxation policies, by contrast, frequently
spur the penetration of substitutes and dampen
incumbents’ profitability. Products or indus-

tries that are subject to high rates of taxation
are usually vulnerable to such competition,
especially if substitutes are defined as including
contraband or illegal products (undeclared
‘cross-border’ shopping falls into this cate-
gory). ‘Roll-your-own’ cigarettes, ‘U-brew’ beer
and wine outlets and ‘duty-free’ shops are
substitutes whose competitive viability, at least
initially, are largely determined by taxation
policies.

Tariffs on substitute products protect domes-
tic incumbents and are therefore similar in
effect to tariffs as entry barriers. To take one
example, the high fructose corn syrup pro-
ducers are strong supporters of US sugar
supports and sugar quotas (a close substitute
for corn syrup in many applications), although
at one time they were opponents of such price
supports to their competitors. They came to
recognize that the resulting high sugar prices
improved their own relative price competitive-
ness (Krueger, 1996).

Safety, health and environmental policies
often raise barriers to substitutes. Substitute
products frequently involve new technologies
that have unknown health and safety impacts.
The European Union views genetically mod-
ified foods as substitute foods, and it restricts
their use, a policy which US firms oppose. The
complexity, speed and efficiency of govern-
ment testing of product efficacy alter the
speed with which substitutes can become
viable competitors. The market success of
herbal remedies and homeopathic medicines,
for example, is dependent on whether govern-
ments decide to subject them to conventional
randomized, double-blind medical trials, in
the same way as for pharmaceuticals, or to
treat them as foodstuffs. The Canadian Govern-
ment, for example, recently withdrew plans to
classify herbal remedies as drugs (Jimenez, 1997).

Finally, intellectual property rights can affect
the emergence of substitutes. Weak property
rights may inhibit innovative activity and the
discovery of substitute products. Patent policy
may also affect substitution in more direct ways.
For example, Canada’s experiment with com-
pulsory licensingofpharmaceuticaldrugscreat-
edgeneric substitutes (ShapiroandSwitzer,1993).
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Suppliers and government policy

Government policies can affect industry profit-
ability and rivalry via policies that have an
impact on industry suppliers. Since supplying
industries can themselves be placed at the
centre of a ‘six forces’ analysis, all of the other
government factors discussed here can affect
rivalry and profitability in these industries,
and consequently the costs of their products
that are sold downstream. For example, to
the extent that suppliers provide primary
resources or raw minerals, both resource rent
taxation policy and tariff policy are relevant.

However, there are additional government
policies that can affect the power of suppliers.
Government educational policies can signifi-
cantly alter the quantity, quality and price of
human capital, which in turn influences
industry productivity (Bound and Johnson,
1996; Black and Lynch, 1996). Additionally,
taxation policies can significantly alter the
returns to human capital investments, both of
education and job training (McPherson, 1993;
Dupor et al., 1996).

Buyers and government policy

Government can most directly alter the bar-
gaining power of buyers through consumer
protection legislation, including product dis-
closure requirements, cooling-off periods,
advertising regulations, product testing for
safety and health effects, and price controls.
These actions can lower profitability; Peltzman
(1981) found that firms whose advertising was
challenged by the Federal Trade Commission
were less able to attract first-time buyers and
their brand names were seriously eroded.
However, government restrictions can also
present strategic opportunities for certain
firms or industries. For example, requirements
regarding the healthfulness of products have
created opportunities for new entrants (Clancy,
1988; Caswell and Johnson, 1991).

Government as ‘a force’

This section has emphasized the centrality of
government actions as a separate and indepen-

dent force that shapes the competitive land-
scape, both directly through their impact on
the firm and its competitors (rivalry), as well as
indirectly through their impact on suppliers,
buyers, substitutes and entrants. Understand-
ing the institutional source of a given action
and its aggregate industry impact is a necessary
ingredient to meaningful choices regarding the
elements of political lobbying strategy, which
we elucidate in the next section.

The elements of political
(lobbying) strategy

Lobbying is the central feature of most political
strategy. The number of firms with Washington
lobbying offices has grown dramatically
(McWilliams et al., 2002), and the same is true
in Europe (Coen, 1999). Evidence regarding its
effectiveness is somewhat limited. Although
Lord (2000) casts some doubt on the efficacy
of lobbying, a number of specific studies
have shown its effectiveness. For example,
De Figueiredo and Silverman (2002) estimate
positive and, at times, substantial returns to
lobbying activity by US universities.

Although we do not include political finan-
cial contributions in this analysis, we recognize
their importance, particularly in the USA,
where corporate political financial contribu-
tions have risen dramatically since their legali-
zation in the 1970s (Humphries, 1991; Wilson,
1991). A large number of studies have analysed
the effects of political contributions, almost all
of which have been carried out in the USA.
Some of this evidence suggests that political
contributions (mostly in the form of Political
Action Committee contributions) are effective
(e.g. Stratman, 1991). Other empirical evi-
dence finds little effect (e.g. Wright, 1990;
Bronors and Lott, 1997). While the evidence
on the impact of contributions to legislators is
somewhat mixed, this and other empirical
evidence does suggest that contributions do
‘buy access’ (Hall and Wayman, 1990; Grier and
Munger, 1991). This, in turn, suggests that
lobbying and financial contributions are com-
plementary. Empirical studies confirm that
many firms engage in both lobbying and
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political contributions (Mahon, 1993; Grant,
1993; Schuler et al., 2002). However, it is
certainly possible to engage in lobbying with-
out making political financial contributions.
In fact, many firms make no political financial
contributions (Grier et al., 1994), some as a
matter of principle (Sabato, 1984). For the most
part, it is difficult, and possibly strategically
unwise, to engage in financial contributions
without also lobbying.

A political lobbying strategy can be repre-
sented as a set of choices regarding five
strategic elements which determine the appro-
priate lobbying strategy. The five strategic
elements are: (1) the level and type of inclu-
siveness; (2) the form, or forms, of argument to
be used in persuading the relevant constitu-
encies; (3) the location of venue, or venues; (4)
the specific organizational target, or targets,
that will be engaged and (5) whether political
strategies should be implemented directly by
the firm’s managers or contracted out. These
five elements are summarized in Figure 2.

Although the model focuses on lobbying
activities, the elements are relevant to financial
contributions, except for form of argument
and delivery mode. Extension of the approach

to encompass broader strategies is therefore
possible.

The level and type of inclusivity

Inclusivity refers to the levels of participation
that firms may choose when formulating their
political strategies. There are six major generic
alternative levels of inclusiveness: (1) a firm-
specific strategy; (2) an industry segment or
strategic group strategy (e.g. small firms in the
industry or industry firms in a specific geogra-
phical region); (3) an industry-wide strategy;
(4) a ‘vertical chain’ strategy that includes
suppliers and buyers; (5) a multiple-industry
strategy and (6) an ‘advocacy coalition’ strategy
(Sabatier, 1988; Sabatier and Jenkins-Smith,
1993). Such a coalition can be based on com-
mon locality, common inputs or common
competitors. Usually, however, the most effec-
tive ‘glue’ to hold such a group together is
common beliefs or ideology (Sabatier, 1988).

In general, the joint presence of high fixed
costs (leading to economies of scale) and col-
lective good characteristics raises the net
benefits of more inclusive strategies and raises
the per-firm costs of less inclusive strategies
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Figure 2. Elements of political strategy.
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(Olson, 1965; Grier et al., 1994).7 Collective
goods are characterized by non-rivalry in con-
sumption (although valuation of benefits can
vary) and non-excludability (Schuler, 1996).
Firms that do not contribute to lobbying for
collective goods still benefit. Favourable tax
depreciation for certain types of capital invest-
ment, for example, will normally benefit all
firms in an industry, irrespective of whether or
not they contribute.8 Economies of scale may
arise when effective lobbying requires offices
and lobbyists in both federal and state venues.
In jurisdictions with weak party discipline,
where winning coalitions have to be built on
each issue, a large number of legislators must be
lobbied (Baron, 1995).

There is therefore a trade-off between in-
creasing inclusivity and increasing free riding
when the output action is a collective good.
More inclusive strategies involve a larger
number of potential participants, increasing
the tendency to free-ride, especially for smaller
potential participants (Schuler, 1996). Addi-
tionally, as the number of potential participants
increases, there is likely to be greater variability
of strategic preferences vis-à-vis the political
strategy. It is difficult to distinguish between
these problems—free-riders are likely to claim
divergence of interest as the reason for their
non-participation in any coalition.

Firm-specific strategy

Firm-specific strategies may be active or pas-
sive. A passive political strategy free-rides on
the activities of other firms. This may be the

most rational strategy, especially for small
firms. However, engaging in a rational passive
strategy requires analysis of the desirability
of an active strategy. An active, firm-specific
political strategy does not expend resources
on forming a coalition. All resources can be
directly allocated to pursuing a firm-specific
political strategy. By contrast, the choice of any
other inclusivity level requires resources to be
devoted to coalition building and monitoring.
A firm-specific approach unambiguously makes
sense where fixed costs are low and the output
is a private good. Politicians are usually re-
luctant to provide such private goods, except in
exceptional circumstances, such as a large firm
crisis that threatens many jobs.

Not surprisingly, the evidence suggests that
large firms engage in firm-specific political
strategy more frequently than do small firms
(Schuler, 1996; Gawande, 1998; Hart, 2001).
Large firms are more able to bear large fixed
costs and to push through the provision of
policies that provide them with a private good.
Even if the output is a collective good, they
capture a high absolute share of the benefits.
The disadvantages of a firm-specific strategy
are threefold: the high cost associated with
almost all lobbying, the potential for net
negative competitive impacts if the good is
collective and the fact that there is some
evidence that more inclusive strategies carry
more weight, independent of resources ex-
pended (Grier et al., 1994).

Strategic group strategy

The narrowest form of a more inclusive strategy
is to recruit other firms on the basis of a com-
mon industry strategic group (Hatten et al.,
1978; Porter, 1979). Oster (1994) demonstrates
how the pharmaceutical industry is divided
into two major groups—the large, brand name,
patent-oriented firms and the generic drug
makers—with generally opposing regulatory
interests. Similarly, power-producing indus-
tries have tended to segment along regional
lines when acid rain legislation has been at issue
(Meyer and Yandle, 1987; Alm, 1993). Organiz-
ing on a strategic group basis is consistent with

—————
7There is, however, one important exception. If a firm
expects to suffer competitive disadvantage if other firms
also receive the benefits of the policy action, they usually
should not engage in inclusive strategies. If other firms are
prepared to engage in an inclusive strategy, the firm must
trade-off decreasing costs (which decrease as other firms
share the fixed cost) and decreasing net benefit. If other
firms will not share, it must compare the fixed cost to net
benefit.
8If the good is private, there can be no free riding. High
fixed costs with private good output therefore require
high expected benefits for the firm. Thus, there are many
cases of rational ‘non-lobbying’, when the benefits of the
private good would be high if provided, but are exceeded
by the costs.
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the evidence cited earlier that different groups
within an industry can be affected differentially
by government actions.

Industry-wide strategy

Industry-wide coalitions have the advantages of
low per-participant costs, greater legitimacy
and the fact that ‘industry’ is a natural focal
point for political activity. Thus, industry
associations are the most common and most
temporally stable vehicles for political activity.
Given the potential problem of free-riding,
it is not surprising that the empirical evidence
suggests that more concentrated and more
regulated industries are more politically active
(Estey and Caves, 1983; Grier et al., 1994).
However, industry-wide groups usually lobby
for policies that keep the median firm happy.
If firms have heterogeneous goals, industry-
wide associations are unlikely to be effective
vehicles for producing goods of high value
(there is a single public good but highly
differentiated demand). Not surprisingly, Grier
et al. (1994) find that industries with more
heterogeneous products make considerably
fewer financial contributions.

Industry groups have achieved enormous
clout in many countries, especially in centra-
lized, corporatist nations. Indeed, often they
are encouraged and subsidized by government
(Bennett, 1997). By contrast: ‘American cor-

porations seem to place more value on their

individual efforts, for example, through their

Washington offices or contacts with legisla-

tors than on working through trade associa-

tions or umbrella groups’ (Wilson, 1991).
Industry-wide lobbying is most useful on the
following kinds of issues: industry ‘mother-
hood’ issues, where legitimacy is central and
where there are potentially strong inter-
industry (i.e. substitute) effects. On some
issues, industry groups are the only mechanism
whereby firms can influence policy, as the
government institutionally utilizes industry
advisory groups (Barke, 1993). However, an
industry-wide strategy is prone to free-riding,
threats of defection to induce changes of strategy,
and splinter groups.

Vertical chain strategy

One alternative to an industry coalition is based
on the supply (vertical) chain around the firm,
consisting of the firm, its suppliers and buyers
(Salhofer et al., 2000; Ellison and Wolfram,
2001). The automobile industry, for example,
frequently mobilizes both its suppliers and
dealers in lobbying for import restrictions. The
major advantage of such a strategy is that the
coalition is with firms that are not competitive
rivals, which both reduces the probability of
opportunistic behaviour and ‘privatizes’ the
policy output. Another advantage is that it
typically increases the number of legislative
districts that can be effectively pressured
(Weingast et al., 1981). Such a strategy is more
feasible when both suppliers and buyers
are concentrated (i.e. when the firm is an
intermediate good supplier), and thus is less
likely to be viable when buyers are individual
consumers.

Multiple industries strategy

A firm may try to put together a multiple
industry coalition based on common locations,
common use of inputs, or common markets.
These groups face many of the same problems
that industry groups face, but writ larger. Such
coalitions only work for issues of extremely
high saliency to all participants and are usually
temporary. For example, a large number of
industries have formed an organization to fight
the possibility of removing dams from the
Columbia River to facilitate salmon rejuvena-
tion. Similarly, US industries that bought steel
united to fight the imposition of tariffs on
imported steel.

Advocacy coalitions

Many analysts believe that, for a variety of
reasons, previously stable ‘iron triangles’ have
weakened or dissolved (Browne, 1990). A
broader range of interest groups play a part in
policy formulation in arenas that were once
thought of as purely the preserve of ‘business
and government’ (Marin and Mayntz, 1991;
Heinz et al., 1993). One strategy is to become

Copyright # 2005 John Wiley & Sons, Ltd. Journal of Public Affairs, May 2005

Building the firm’s political (lobbying) strategy 161



part of such a coalition; there is evidence that
corporations provide at least some funds to
such interest groups (Walker, 1983). One
obvious nexus for business entities in general
are policy think tanks that generally espouse
the virtues of markets and stress the costs of
regulation.

Form of argument

A critical political strategy choice is how to
frame the policy argument. ‘Proponents who

have a stake in the outcome must make an

argument to convince peoplewhodonot have

a stake, or have a different one... the argu-

ment must persuade’ (Wilson, 1980). Argu-
ments have to be constructed within a complex
institutional environment because ‘ . . . public
deliberation has been carefully institutiona-

lized in all modern democracies’ (Majone,
1989). At the same time, in many arenas, there
is still considerable latitude as to the nature of
the argument because ‘ . . . in newer areas of

debate such as nuclear safety, technology

assessment, and environmental and health

regulation appropriate procedures and stan-

dards of argument are still lacking’ (Majone,
1989).

There are three major categories of argu-
ment: fact/science arguments, efficiency argu-
ments and equity (distributional) arguments.
These arguments can, and usually are, aggre-
gated to produce combination or ‘trans-scien-
tific’ arguments (Weinberg, 1972). Each of the
three can be effectively used in a particular
political situation because they can be couched
in terms of meeting the needs of the public
interest, rather than those of private interests
(Schattschneider, 1960).

Fact/science arguments

Fact-based or science-based arguments in-
volve making, or rebutting, arguments either
in response to similar arguments by opposing
groups or in response to the government’s
position. Scientific and factual evidence fre-
quently set the agenda for policy debate and
government action (Kingdon, 1984; Harrison
and Hoberg, 1991). In cases where science can

demonstrate strong causal links between eco-
nomic activity and harmful effects, such as
ozone depletion, there is often a relatively rapid
public policy response (Ungar, 1992). Such
arguments traditionally have high legitimacy,
in spite of the fact that there is evidence of
some public disillusionment with scientific
expertise (Prince-Embryo and Gooney, 1995).
The willingness to use information may be
greatest at sub-national governmental levels
where politicians do not have access to their
own sources of technical expertise (Guston
et al., 1997).

Fact/science arguments are frequently cru-
cial in health and environmental issues,
because the impact of chemicals, pesticides
and other commercial products on human
health is a key determinant of policy making.
Yet, it is often difficult to draw conclusions
without sophisticated human epidemiological
studies, given the long latencies and inherently
low probability of serious illness or death that
most hazards pose. Even then, each study
typically involves different locations, popula-
tions, and type and exposure duration, all of
which make interpretation difficult. Further-
more, scientists themselves may be just as
ideologically driven as other actors (Lindzen,
1996; Maney and Plutzer, 1996). Perhaps most
importantly, political actors may choose to
interpret scientific evidence selectively, as
might be argued is the case with genetically
modified foods.

These factors encourage firms or industries
to challenge regulations that inherently rely
on such arguments in court. A typical example
was the court challenge to the ban on the use
of urea-formaldehyde introduced by the Con-
sumer Product Safety Commission in 1981
(Ashford et al., 1983). Likewise, firms and
industries will be encouraged to lobby more
intensively when scientific evidence is in dis-
pute, or when interpretation of existing evi-
dence is subject to political goals.

Because of its high legitimacy, the sponsor-
ship of scientific research is obviously an
attractive strategy for larger firms or for more
inclusive groups such as industry associations.
Inclusive groups are more likely to adopt such a
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research sponsorship strategy because the
research itself tends to have collective good
characteristics (dissemination of the informa-
tion means that non-contributors benefit as
much as contributors). Additionally, not only is
the research expensive, but monitoring and
interpreting the results for policy purposes is
also costly. Perhaps the most infamous exam-
ple of industry scientific research in the USA is
the Council for Tobacco Research, established
by the tobacco industry. Perhaps a more
unusual example was Exxon’s sponsorship of
research by leading economists into the con-
ceptual foundations of contingent valuation
surveys, after such surveys were used by
plaintiffs to estimate very high environmen-
tal damage from the Exxon Valdez oil spill
(Hausman, 1993).

Costs of not rebutting unflattering scienti-
fic argument can be extremely high for an
industry. Scientific knowledge, and changes in
the public’s perceptions because of that knowl-
edge, can have a dramatic impact on the sales of
an industry. Bosso (1987), for example, docu-
ments how scientific information concerning
the deleterious effects of pesticides negatively
affected the regulatory environment of the
chemical industry.

Although sponsored scientific research often
has greater initial legitimacy than other forms of
political action, it is not without risks. Scientific
research sponsored by clients with an interest
in any given outcome risks sliding into ‘junk’
science. While other kinds of arguments and
evidence are difficult to refute absolutely,
incorrect scientific claims will be refuted in
time—at least to most people’s satisfaction.
Furthermore, scientific claims can focus and
stimulate rebutting governmental or opposing
interest group research. Additionally, provid-
ing scientific information does not necessarily
reduce anxiety among the public—indeed, it
may increase it (Jenkins-Smith and Basset, 1994).

Efficiency arguments

Increasingly, over the past decade, scholars
have stressed the important role that the
‘politics of ideas’ and the policy networks

associated with them, play in the policy forma-
tion process (Quirk, 1988; Goldstein, 1989;
Regan, 1993; Klyza and Mlyn, 1995; Marsh and
Smith, 2000). One important idea is allocative
efficiency (Landy and Levin, 1996). The impor-
tance of efficiency arguments has increased
steadily in traditional regulatory arenas. Execu-
tive Order 12291, signed by President Reagan
in 1981, requires that a ‘regulatory impact
analysis’ (essentially, cost-benefit analysis, but
also including some distributional assessment)
accompany all major regulatory initiatives
(Portney, 1984). A large number of states have
also begun to mandate various forms of
regulatory analysis that include an efficiency
criterion, with some requiring a ‘strict’ cost-
benefit standard for the adoption of new
regulations (Whisnant and DeWitt Cherry,
1996). A similar increase in the importance of
such criteria has been observed in Europe
(Coen, 1997). The existence of many interna-
tional organizations such as the WTO (see
below), as well as their operating decisions, is
based on efficiency criteria. Such mandates
raise the importance of understanding and
utilizing efficiency arguments.

Efficiency arguments can be attractive to
firms because, holding other things equal, they
have high legitimacy. Convincing efficiency
arguments can reduce the suspicion that firm
or industry arguments are self-serving. How-
ever, allocative efficiency as a concept is
widely misunderstood, even within the busi-
ness community.

Economic efficiency focuses on the idea
of maximizing social surplus, the net benefits
that accrue to all members of society (con-
sumers, producers and third parties) from
transactions. Given the highly technical nature
of this definition, it is not surprising that there
is confusion over the meaning of efficiency.
There are a number of economic ‘myths’ that,
nevertheless, have strong political appeal
(Miller et al., 1993). For example, a widely
held perception is that free trade is bad for
a domestic economy because it allows
foreign firms with low-cost labour to undercut
domestic firms and threaten domestic jobs
(similar arguments have appeared concerning
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international outsourcing). Efficiency studies
of protectionism, however, tend to find high
net losses in social surplus (e.g. Feenstra,
1992). Firms must decide whether to adopt
efficiency (in the sense used here) arguments,
or adopt ‘ersatz’ efficiency arguments that may
be more closely aligned with public sentiment.

There are reasons for firms to consider
adopting efficiency arguments, or at least not
adopting ersatz efficiency arguments, even
though it may not appear to be in their short-
term interest. Firstly, as one moves closer to
the centre of political power the calibre of
economic advice that decision makers receive
usually increases. Most central government
departments have cadres of economic and
policy analysts who can call upon a vast array
of economics research, and who routinely
consider efficiency arguments. Holding other
factors constant, this expertise can overwhelm
argumentation not based on efficiency criteria
(Quirk, 1988). Secondly, on other salient issues
the firm may need to oppose arguments that
are antithetical to efficiency. Switching back
and forth can create cognitive dissonance if the
target audience deals with more than one of
the issues.

Of course, on occasion, firms will find that an
efficiency argument produces an unprofitable
answer. For example, firms and industries can
benefit from tariff protection that makes
domestic consumers worse off and reduces
aggregate domestic welfare. However, fre-
quently, firms are in a position to engage
strategically in rational efficiency argumen-
tation and social cost-benefit analysis. This
requires combining science/fact research
with an efficiency argument (Portney and
Harrington, 1995).

Equity arguments

Distributional, equity and fairness arguments
have strong appeal, particularly when they can
be framed in terms of losses. Proposed policy
changes that are expected to lower profitability
can frequently be attacked more vigorously
because they can often be framed as being
unfair. As Knetsch (1995) puts it: ‘ . . . survey

and experimental studies have found that

actions that impose losses on particular

parties or groups are widely regarded as

more unfair than ones that result in forgoing

gains’. Of course, fairness arguments are often
difficult for the corporate sector to make
because firms are viewed as being both power-
ful and only motivated by their own profits
(Kempton et al., 1995). Firms can also be
perceived as being ‘greedy’ in the policy arena
(Salamon and Siegfried, 1977; Schuler, 1996).

Corporations are usually most successful in
using equity arguments when they can be
couched in terms of unfairness to small firms,
unfairness to local or domestic firms vis-à-vis

non-local or foreign firms (‘fair trade’ versus
‘free trade’) or as unfairness to the employees of
firms. Perhaps no US industry has combined
these variations of the fairness argument more
successfully than the agriculture industry, with
its image of the family farm beset by competi-
tion from subsidized foreigners (Mucciaroni,
1995). But larger industries and firms have
successfully used fairness arguments, espe-
cially when the policy output is a private good
(the more unique the issue, the easier it is to
specify it as a fairness issue). Harley-Davidson,
for example, was successful in using fairness
arguments in its fight for projectionist mea-
sures against Japanese motorcycle imports
(Shughart et al., 1994).

Choice of venue

On some issues, firms face a single venue
for their political activities because a single
government has monopoly over the policy
domain. In these circumstances, there is no
choice. However, increasingly, especially for
multinational firms, there are multiple venues
(Boddewyn and Brewer, 1994). The hierarch-
ical level of venue and the number of venues
that must be addressed depend primarily on the
issue-specific distribution of political and
bureaucratic power. Specifically, five generic
venues are potentially relevant to firms: supra-
national venues, capitol-national venues, re-
gional venues, local venues and multiple
venues.
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Supranational venues

Supranational venues have increased in impor-
tance over the past decade as a result of three
interrelated developments: the globalization
of many business-related issues (especially
those relating to the environment and health),
the growth of global and regional trade regimes
(the WTO, North American Free Trade Agree-
ment, Asia-Pacific Economic Cooperation,
European Union, etc.) and the growth of
multinational firms. All of these have stimu-
lated the growth of supranational venues. For
example, the creation of the European Union
has led many firms to realign their political
strategy, placing much greater emphasis on
Brussels (Coen, 1997; Koeppl, 2001). In addi-
tion to ongoing venues, ad hoc supranational
venues associated with global environmental
issues can be of tremendous significance for
specific industries, or clusters of industries.
Two of the most significant are the Kyoto global
warming meeting (1997) and the meeting on
chlorofluorocarbons (Montreal Protocol to
Protect the Stratospheric Ozone Layer, 1987).
Multi-nation industry-specific meetings and
agreements can also have major impacts on
global industries. The 1988 Basle Accord, for
example, which brought together central bank-
ers from the major industrialized nations, had a
significant impact on the profitability of major
banks (Eyssell and Arshardi, 1990; Wagster
et al., 1996).

Most firms and industries have difficulty in
effectively accessing supranational venues, in
spite of their increased importance. These
difficulties are both technical and political.
At the technical level, these venues may be on a
different continent, conducted in a foreign
language and subject to unfamiliar procedural
rules. The political difficulties are typically
even more severe. The political clout of even
a major domestic industry is reduced at supra-
national venues—many of the decision makers
have an equivalent domestic industry with
opposing interests to consider. Additionally, it
is usually more difficult to construct interna-
tional coalitions than domestic coalitions;
interests are more diverse, there is less history

that induces trust and the topic may be one
that involves only a temporary commonality of
interest. There is, therefore, less scope for inter-
issue logrolling.

Nevertheless, the existence of supranational
venues does create an opportunity for firms
to negate the power of competing domestic
lobbyists. For example, under the Canada–USA
Autopact, imported cars from outside North
America were not subject to tariffs if produced
by signatories to the Pact. The signatories, the
‘Big Three’ US producers (GM, Ford and
Chrysler), were therefore advantaged relative
to Japanese firms (and some European firms).
The Japanese car manufacturers lobbied unsuc-
cessfully within North America to have this
provision removed, but were only successful
when they took the case to the WTO.

National-capital venues

It may seem self-evident that the most impor-
tant venue for most political strategy is the
national capital. However, this is an over-
simplification in federal countries such as the
USA, Brazil, Canada, Australia and Switzerland.
Of course, the extent and nature of sub-
national government power varies consi-
derably. Canadian provinces have the power
to impose taxation, regulate business and
administer justice. While Germany is also a
federal state, the German constitution bestows
much less power on the Lander. Federal
systems, in almost all cases, require multiple-
venue strategies. In turn, this requires com-
prehensive intelligence systems that, again,
have significant fixed costs. Because these
kinds of intelligence gathering have both low
variance in their value to firms and high fixed
costs, industry associations often perform
them.

Unitary constitutional systems, such as
France, however, typically have much less
formal devolution of power to lower levels of
government. Most European countries follow
a unitary model, often with extremely high
degrees of centralization of political power.
There is, however, some move towards de-
centralization, as exemplified by the recent
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referenda approving Scottish and Welsh legis-
lative bodies. In unitary systems, political
strategies can be almost exclusively confined
to the capital and to a relatively small number of
target decision makers.

National capitals increasingly tend to be
characterized by sophisticated policy commu-
nities and networks (Keim and Baysinger,
1988). Opposing interest groups are normally
numerous, well organized and well financed
(Berry, 1997). Given this, sophisticated combi-
nation arguments are almost always required,
even if the primary strategic weapons are
financial contributions.

Regional (state, province) venues

In a federal system, the actions of sub-national
political actors may be as important, or more
important, than the actions of political actors
at the national venue. There is considerable
evidence, for example, that US states do not
copy policies blindly, but rather tend to
innovate (Rogers, 1995; Hays, 1996). Because
constitutional divisions of powers are idio-
syncratic between countries, issue-specific
analysis is required to clarify the appropriate
balance of venues. However, federal systems
often require the development of ‘bifurcated’
strategies operating on both the capitol-
national and the regional (e.g. state or pro-
vince) level. Strictly sub-national venue issues
often provide strategic opportunities to firms.
At sub-national venues, the ability of a firm or
a regional group of firms to ‘play-off’ juris-
dictions against each other increases, unless

there is extensive asset specificity (e.g. in situ

natural resources, such as mines, forests, fish,
etc.).

Local venues

Most firms have to deal with more than one
local jurisdiction. The primary issues that
normally require attention to local venues are
(property) taxation and zoning. But even
municipalities in the USA have begun to engage
in trade sanction activity that can have sub-
stantial impacts (Mahoney, 1997).

Choice of target

There are a variety of target audiences for
political strategies. The target choices are: the
chief executive and members of the Cabinet;
political appointees heading bureaucracies;
senior members of the permanent bure-
aucracy; individual members, or groups of
members, of the legislature; members of in-
dependent regulatory bodies; the judiciary; or
some combination of these. In addition, the
media is also frequently a target because,
although they have no direct role in the
policy-making process, they can strongly influ-
ence the other targets already listed, especially
politicians.

The relevance of particular targets is primar-
ily determined by constitutional structure:
‘Strategies pursued by coalitions are substan-

tially different in alternative constitutional

structures’ (Schlager, 1995). Political culture,
however, can also play an important role. The
most important constitutional dimension is
whether there is a parliamentary or presiden-
tial/congressional system (Moe, 1990).9 In
general, because of the diffusion of powers in
presidential systems there are a larger number
of targets at any given venue that shape a
policy. The corollary of this is that the expected
value of getting any particular target on side is
lower. Obviously, presidential/constitutional
systems and federal structures can generate a
large set of venues and targets.

A non-exhaustive list of relevant targets in
a presidential system includes the executive
branch, agency bureaucracies, committee
heads and individual legislators (typically,
presidential systems have much weaker party
discipline, and therefore higher benefits to
individual lobbying), and independent re-
gulatory agencies. In parliamentary systems,
the important targets are considerably more
restricted: Ministers, senior bureaucrats, in-
dependent regulatory agencies and the
judiciary.

—————
9This dichotomy abstracts from ‘hybrid’ systems and
ignores non-democratic structures.
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Bureaucrats

Career managers of government agencies are
important in shaping the profitability conse-
quences of government policies. Because most
government legislative mandates are broad and
relatively unspecified, senior managers play a
major role in the level and form of implementa-
tion, primarily through their powers to write
rules and regulations. (Bryner, 1987; McGarity,
1991; Kerwin, 1994). Bureaucracies every-
where, but especially in the USA, appear to
have become more permeable and susceptible
to influence over time (Moe, 1990), partly as a
result of the (externally mandated) importance
of efficiency and cost–benefit analysis, but also
because of the increase in the number of
political appointees (West, 1988). Bureaucrats
are the most important targets on technical
interpretation and implementation issues.

Members of the legislature

Individual members of the legislature in pre-
sidential/congressional systems are much
more important than their counterparts in
parliamentary systems because of weak party
discipline (Baron, 1995; Hojnacki and Kimball,
1998). Additionally, since procedural reforms
in the 1970s, the power of key House com-
mittee chairs has been weakened, ensuring that
congressional influence is more ‘widely shared’
(Browne, 1995). In turn, this has increased the
importance of legislative staff analysts and
constituents, and has made individual legisla-
tors the targets of financial contributions.

Chief executive/cabinet

In presidential/congressional systems: ‘ . . .
policy arenas that are centered in the execu-

tive branch, feature greater bureaucratic

autonomy, come under the jurisdiction of

non constituency-oriented committees in

Congress and are also less advantageous for

producer interests than those that are other-

wise’ (Mucciaroni, 1995). In Parliamentary
systems, the Prime Minister and Cabinet
ministers are the most important targets.
Indeed, a Prime Minister is a relatively and

absolutely more important target than a
President.

Regulatory agencies

In most countries, there is a wide range of
agencies that have a degree of legal separation
from both departmental bureaucracies and
legislators. Typically, such agencies have a
mix of administrative and quasi-judicial func-
tions. Some of the most important regulatory
agencies in the USA include the Federal
Communications Commission, the Securities
and Exchange Commission and the Interna-
tional Trade Commission. While there is an
extensive theoretical literature on what drives
the decision making of such agencies (e.g.
Stigler, 1971; Peltzman, 1976; Becker, 1983;
Weingast, 1984; McCubbins and Schwartz,
1984), it has not turned out to be easy to verify
empirically many of the predictions of the
various theories. If all decisions were, or could
be, made on the basis of ‘pure’ interpretation of
statutes, such agencies would not make very
interesting direct, or indirect, targets. How-
ever, as Hansen and Prusa (1997) emphasize
with reference to the International Trade
Commission: ‘The outcomes of cases are not

determined in a political vacuum; adminis-

tered protection may have more to do with

‘‘who you know,’’ timing, and surrounding

circumstances than with the strength of the

case under statutes’. However, the same
authors find no simple pattern of industry
influence on the Commission (similarly, see
Finger et al., 1982; Anderson, 1993; Baldwin
and Steagall, 1994). Nevertheless, the overall
evidence suggests that such agencies often
have enormous power over specific firms,
industries or clusters of industries.

Judiciary

The judiciary is an important target, especially
in the USA, but also in any country with signi-
ficant constitutionally protected individual
and group rights and clearly defined property
rights (Smith, 1993). Firms can often use legal
strategies most effectively in the anti-trust and
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intellectual property rights arenas. The judi-
ciary may also be an indirect target. Freight rail
companies, for example, have vigorously lob-
bied Congress to limit the amount of damages
they incur when they are sued for negligence
(Lewis, 1997).

Media

The media cannot directly determine govern-
ment actions, but in many policy arenas they
strongly influence the final shape, and imple-
mentation, of policies. Media attention is
largely driven by its perception of audience
interest (Baron, 1995). When engaging in a
political strategy where the general public
interest is initially low, the corporate actor
must decide whether to involve the media
explicitly. Of course, media involvement may
be activated by the target or by opposing
interest groups. Most senior politicians and
government agencies have media access. In
most developed countries, all the organs of
central government have extensive mechan-
isms to activate and influence the media. The
Environmental Protection Agency, for exam-
ple, has separate media offices dealing with air
and radiation, pesticides and toxic substances,
solid waste management and water (Furlong,
1995).

Direct provision versus outsourcing

An important decision for a firm is whether to
engage directly in political action or to out-
source it. Most of the strategic issues are similar
to other outsourcing decisions (Vining and
Globerman, 1999). Broadly speaking, the rela-
tive transaction costs should determine the
most appropriate mode. A firm-specific politi-
cal strategy requires a major fixed, ‘sunk’
investment. Employees are usually easier
to monitor and motivate than contractees
(Johnson, 1996), but generally are only worth
investing in if a firm is pursuing outputs that are
high-value private goods or when the firm
lobbies on a large number of issues (thus,
allowing it to achieve minimum efficient scale
through scope).

Discussion and conclusions

The increasing importance of government has
not gone unrecognized by business leaders and
academics. In many circumstances, political
strategy can be as important as competitive
(market) strategy and is often required to
complement it. This study proposes a set of
generic elements that define a political lobby-
ing strategy. It attempts to add the ‘what is
strategy?’ question to the evolving literature on
political business strategies. We also argue that
a fully comprehensive strategy cannot be
articulated without a clear demonstration of
its underlying purpose and logic, and that this
can be accomplished through the use of an
augmented version of Porter’s 5F model.
Because the framework that we propose is
new, it opens up many avenues for improve-
ment, and for future research.

The five elements of lobbying strategy can
undoubtedly be augmented. For example, one
may wish to consider the number of issues
considered by the firm, and the relationship
among them (scale and scope), as an additional
element. Additions can also be considered
within each element. As one example, a re-
viewer has suggested that national security
might be added to the list of forms of argument.

We assume that the elements are chosen
simultaneously, or at least in no particular
sequence. Since sequencing is always part of
comprehensive strategy, further research
could well be directed at the sequencing of
choices. For example, Hillman and Hitt (1999)
suggest that inclusivity may precede other
choices.

Our approach can also be applied to other
types of political strategies, most importantly to
financial strategies. As we have already noted,
the ideas of inclusivity, venue and target apply
equally well to political financial strategies, but
there may be additional factors to consider.

Perhaps more importantly, the framework
presented can be used to develop and test
hypotheses regarding the role of political
lobbying strategy. For example, it is likely that
the strategy bundle chosen by each firm will
depend on the nature of the issue (geographic
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scope, life cycle), the nature of the firm (size,
geographical and product diversity, competi-
tive advantage), the nature of the industry
(concentration, knowledge-based, resource-
based) and the nature of the country (legal
system, political system). It is a natural ex-
tension of this paper to consider how each of
these factors is related to choice of lobbying
strategy elements. We see particular merit in
further exploring the relationship between the
quality of government in a country (La Porta
et al., 1999) and the political choices made by
firms.

We do not directly focus on the specific
benefit–cost calculus that ‘triggers’ a particular
firm to engage in a political strategy or on
the particular institutional and issue char-
acteristics that raise or lower the probability
of success.10 Clearly, however, different suc-
cess rates depend to some extent on both
competitive (market) and political (non-
market) strategies. Specifically, if there is an
optimal bundle that defines a political strategy
for each firm, given its circumstances, then
firms that choose the optimal bundle should
be more successful than firms that do not.
Similarly, the circumstances under which
market and non-market strategies are substi-
tutes or complements merit more attention.
While also not a focus of this paper, the re-
lationship between government actions and
specific market strategies also appears to be
ripe for further analysis.
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